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RESUMO: A andlise, caracterizagdo e classificacao dos solos séo etapas fundamentais para diversas aplicagdes
da engenharia geotécnica. Os ensaios laboratoriais tradicionais, embora precisos, costumam ser dispendiosos,
demandar tempo e fornecer resultados limitados a pontos especificos de amostragem, dificultando a
extrapolagdo para areas mais amplas. O ensaio de piezocone (CPT) tem se consolidado como uma alternativa
viavel, devido ao seu menor custo, rapida execucdo e capacidade de fornecer dados consistentes em regides
geograficamente proximas. Este estudo utiliza técnicas de aprendizado de maquina (AM) para aprimorar a
classificagdo dos solos, por meio do treinamento de algoritmos com um extenso conjunto de dados obtidos a
partir de ensaios CPT. Diversos modelos de AM foram avaliados, sendo que o algoritmo de melhor
desempenho atingiu uma acuracia de classificagdo de 92,9%. Os resultados evidenciam o potencial do
aprendizado de maquina para otimizar os processos de classificacdo de solos, reduzindo significativamente os
custos e ampliando a escalabilidade em investigacdes geotécnicas de larga escala.

PALAVRAS-CHAVE: Classificacdo de solos, CPTu, Analise de solos, Inteligéncia artificial, Investigacdo
geotécnica.

ABSTRACT: The analysis, characterization, and classification of soils are fundamental steps for various
geotechnical engineering applications. Traditional laboratory tests, although accurate, are often costly, time-
consuming, and limited to discrete sampling points, which hinders the extrapolation of results to larger areas.
The piezocone penetration test (CPTu) has emerged as a viable alternative due to its lower cost, rapid
execution, and ability to provide consistent data across geographically close regions. This study employs
machine learning (ML) techniques to enhance soil classification by training algorithms on an extensive dataset
derived from CPTu tests. Several ML models were evaluated, with the best-performing algorithm achieving a
classification accuracy of 92.9%. The results highlight the potential of machine learning to optimize soil
classification processes, significantly reduce costs, and improve scalability in large-scale geotechnical
investigations.

KEYWORDS: Soil classification, CPTu, Soil analysis, Artificial intelligence, Geotechnical investigation.

1 INTRODUCAO

A classificacdo dos solos é uma etapa essencial em projetos de engenharia geotécnica, sendo tradicionalmente
realizada a partir da identificagdo de suas caracteristicas fisicas e propriedades intrinsecas (Souza Pinto, 2006).
De acordo com Aydin (2023), essas propriedades sdo utilizadas para definir pardmetros que subsidiam a
caracterizacdo e a classificagdo dos solos, geralmente por meio de ensaios laboratoriais sobre amostras
coletadas em campo. No entanto, parte desses parametros também pode ser estimada com base em resultados
de ensaios in situ, permitindo uma avaliagdo mais abrangente. O agrupamento dos solos com base em
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propriedades similares torna-se, assim, um processo chave para o dimensionamento de fundacBes e o
desenvolvimento de projetos geotécnicos mais seguros e eficientes.

Apesar da precisdo dos ensaios laboratoriais, eles sdo frequentemente dispendiosos, exigem
equipamentos especializados e dependem de equipes técnicas qualificadas para analise dos resultados (Puri,
2018). Além disso, conforme observado por Nierwinski et al. (2023), ha um desafio inerente na extrapolagdo
dos dados obtidos a partir de amostras pontuais para toda a &rea de um projeto, o que limita sua
representatividade espacial.

Como alternativa ou complemento aos ensaios laboratoriais, 0 ensaio de piezocone (CPTu) tem sido
amplamente utilizado em investigacdes geotécnicas. Segundo Bhattacharya e Solomatine (2006), o CPTu
consiste na cravacao continua de um cone metalico no solo, em velocidade constante, permitindo a obtengéo
de parametros como a resisténcia de ponta (qs), o atrito lateral (fs) e a poropressao (u). Este método fornece
perfis continuos de propriedades do solo com alta resolucéo espacial, eliminando a necessidade de envio de
amostras ao laboratorio e viabilizando interpretacfes mais rapidas e econdmicas.

Além dos parametros obtidos diretamente do CPTu, varidveis complementares como a densidade real
dos gréos (G) e o peso especifico do solo (y), determinadas em laboratorio, sdo frequentemente utilizadas na
caracterizacdo geotécnica. Conforme Nierwinski et al. (2023) e Menegaz et al. (2022), a densidade real é uma
propriedade intrinseca que auxilia na distingdo entre diferentes tipos de solo, enquanto o peso especifico é
fundamental para célculos de tensGes e dimensionamento de estruturas de fundacéo.

Nas Ultimas décadas, técnicas de aprendizado de maquina (AM) tém sido aplicadas com sucesso a
classificagdo de solos, conforme destacado por Chandan (2018). Essas abordagens incluem desde a previsdo
de areas com risco de instabilidade até classificacOes especificas para fins agricolas e de engenharia, com
crescente acurécia e capacidade de generalizacéo.

Neste estudo, investiga-se a aplicacdo de diferentes algoritmos de aprendizado de maquina na
classificagdo de solos, utilizando como variaveis preditoras os pard@metros obtidos em ensaios CPTu (qg, fs, U2)
e 0s parametros laboratoriais G e y. Um diferencial importante deste trabalho é o uso de um conjunto de dados
robusto, composto por amostras de diferentes regides geograficas e tipos de solo, o que permite avaliar o
desempenho dos modelos em um cenario mais generalizado e representativo.

2 CONCEITOS TEORICOS

2.1 Transformacdo Yeo-Johnson

A transformacdo de Yeo-Johnson é uma generalizacdo da transformagdo Box-Cox, adequada para
variaveis com valores nulos ou negativos, comumente encontradas em dados geotécnicos com distribuicéo
log-normal. Essa técnica permite estabilizar a variancia e aproximar os dados de uma distribui¢do gaussiana,
sendo particularmente Util para melhorar o desempenho de algoritmos de aprendizado de maquina em
conjuntos de dados com presenca de outliers e escalas heterogéneas (Riani et al., 2023).

2.2 Algoritmos de Classificagéo Utilizados

No presente estudo, foram avaliados diferentes algoritmos de aprendizado de maquina com o objetivo de
classificar tipos de solo a partir de pardmetros in situ e laboratoriais. Abaixo, apresenta-se uma sintese dos
modelos selecionados:

o K-Nearest Neighbors (KNN): Algoritmo baseado em proximidade, que atribui a uma nova amostra a
classe predominante entre seus k vizinhos mais préximos. Sua aplicacdo € sensivel & escala dos
atributos e ao balanceamento do conjunto de dados (Miiller & Guido, 2016);

e Regressdo Logistica Multinomial: Modelo probabilistico que utiliza a funcédo logistica para estimar a
probabilidade de uma amostra pertencer a uma determinada classe. Apesar de linear, apresenta bom
desempenho quando os dados sdo normalizados (Albon, 2018);

e Gaussian Naive Bayes: Método probabilistico que assume independéncia entre os atributos e
distribuicio gaussiana das variaveis. E eficiente para problemas com classes bem separadas e atributos
com baixa correlagdo (Albon, 2018).

e Arvore de Decisdo: Modelo ndo linear que realiza particdes sucessivas do espaco de atributos com base
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na minimizacao da impureza Gini, gerando regras de decisio interpretaveis. E eficaz para conjuntos
de dados heterogéneos e com intera¢des ndo lineares entre variaveis (Bonaccorso, 2017).

e Floresta Aleatéria (Random Forest): Conjunto de arvores de decisdo treinadas com subconjuntos
aleatdrios de dados e atributos (bagging), visando reduzir o overfitting e melhorar a robustez do
modelo. E amplamente utilizada em problemas de classificacdo em geotecnia devido a sua alta
acuracia e estabilidade (Miller & Guido, 2016).

2.3 Validacéo Cruzada

A validacdo cruzada (k-fold cross-validation) é uma técnica amplamente adotada para avaliagdo da
performance de modelos de aprendizado de maquina. O conjunto de dados é particionado em k subconjuntos,
sendo cada um utilizado como teste em uma rodada, enquanto os demais servem como treino. Essa abordagem
permite obter estimativas mais confiaveis de desempenho, especialmente em bases de dados geotécnicos com
classes desbalanceadas ou amostras limitadas (Burman, 1989).

3 METODOLOGIA

3.1 Base de dados

O conjunto de dados utilizado neste estudo foi 0 mesmo utilizado no estudo de Nierwinski et al. (2023),
o0 qual contém 1.862 amostras, representativas de dez diferentes classes de solo, coletadas em diversas regides
geograficas e com ampla variagdo de caracteristicas geotécnicas. As variaveis incluidas no dataset
compreendem pardmetros obtidos em ensaios de piezocone (resisténcia de ponta - qi, atrito lateral - f;,
poropressao - U e razao de atrito - Rf) e ensaios laboratoriais (densidade real dos graos - G e peso especifico -
y). A distribuicdo dos tipos de solo que compde a base de dados pode ser observada na Figura 1.

Rejeitos de Mineragdo - Quro
Mistura de argila e areia
Rejeitos de Mineragdo - Ferro
Argila Orgdnica

Turfa

Rejeito de Mineracdo - Zinco
Lodo

Rejeito de Mineragdo - Bauxita

Areia

Argila

[=]

200 400 600 800 1000 1200 1400

Figura 1. Distribuicdo dos tipos de solo no dataset.

3.2 Andlise Exploratoria de Dados

Antes da aplicacdo dos modelos de aprendizado de maquina, foi realizada uma andlise exploratéria com
0 objetivo de compreender a distribuicdo dos dados, identificar outliers e avaliar a relagéo entre os atributos e
os tipos de solo. Foram utilizados histogramas, graficos de dispersdo e estimativas de densidade kernel (KDE)
para cada varidvel continua, destacando possiveis assimetrias e padrdes log-normais. A anélise grafica também
auxiliou na definicéo das etapas de pré-processamento.
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3.3 Pré-processamento dos Dados

A etapa de pré-processamento foi estruturada com o objetivo de otimizar o desempenho dos algoritmos
de classificacdo. As seguintes etapas foram aplicadas:

e Tratamento de Outliers: Devido a sensibilidade de modelos lineares aos valores extremos, foi adotada
uma abordagem conservadora, excluindo apenas 0s 2% de valores mais extremos para cada atributo
(com excecdo das variaveis G e y, que mostraram ser importantes para a diferenciagdo entre classes).
A decisdo foi baseada na analise exploratdria, com o intuito de preservar informagoes relevantes em
classes minoritarias;

e Normalizagdo com Yeo-Johnson: Como os atributos apresentaram distribuicdo semelhante a log-
normal, utilizou-se a transformacdo de Yeo-Johnson para normalizacdo dos dados. Esse método
melhora a distribuicdo estatistica e a convergéncia dos modelos, especialmente os lineares (Muller &
Guido, 2016);

e Balanceamento com SMOTE: Para lidar com o desbalanceamento entre as classes de solo, foi testada a
técnica de Synthetic Minority Over-sampling Technique (SMOTE), que gera novas amostras sintéticas
das classes minoritarias com base na interpolacdo entre vizinhos préximos. Essa abordagem visa
enriquecer o conjunto de dados de treinamento com variacgdes realistas, favorecendo o aprendizado de
regras classificatorias mais robustas (Bruce et al., 2020).

3.4 Modelagem e Algoritmos

Para a tarefa de classificagdo dos solos, foram avaliados cinco algoritmos de aprendizado de maquina,
selecionados por sua diversidade de abordagem e desempenho consolidado em problemas de classificacdo
supervisionada: Arvore de Decisdo (Decision Tree), Floresta Aleatoria (Random Forest), K-Vizinhos Mais
Proximos (K-Nearest Neighbors - KNN), Regressédo Logistica Multinomial e Naive Bayes com distribui¢do
Gaussiana.

Cada modelo foi treinado e testado em diferentes configuragcfes, com e sem transformacéo de escala, e
com ou sem aplicacdo do SMOTE. A avalia¢do da performance considerou metricas como acurécia, precisao,
revocacao (recall) e fl1-score, utilizando validacdo cruzada k-fold (k=5) para garantir robustez estatistica dos
resultados.

4 RESULTADOS E DISCUSSOES

4.1 Analise Exploratoria dos Dados

A andlise exploratdria revelou importantes caracteristicas estatisticas dos dados utilizados. Conforme
ilustrado na Figura 2, os atributos obtidos a partir do ensaio CPTu (qs, fs, u e Rf) apresentaram distribuicdo
assimétrica, com tendéncia log-normal e caudas longas — comportamento tipico de parametros geotécnicos
naturais, refletindo a heterogeneidade dos solos investigados. Este tipo de distribuicdo justifica o uso de
técnicas de transformagdo como Yeo-Johnson para adequacao dos dados aos modelos estatisticos.

Outro aspecto relevante foi observado na andlise da dispersdo entre os pardmetros obtidos em
laboratério, G (densidade real dos grdos) e y (peso especifico natural do solo). Os pontos extremos dessas
variaveis mostraram-se importantes para a distin¢do entre diferentes classes de solo, sendo indicativos de solos
organicos, materiais de baixa compacidade ou rejeitos com comportamento atipico. Portanto, a exclusdo destes
valores como outliers poderia comprometer a representacdo da variabilidade natural do subsolo e mascarar
transicOes litologicas relevantes para a engenharia geotécnica.

4.2 Estratégias de Pré-processamento

Com base na analise estatistica inicial, adotou-se uma abordagem conservadora para o tratamento de
outliers, restringindo a exclusdo a apenas 2% das amostras mais extremas nas variaveis derivadas do CPTu.
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As variaveis G e y foram mantidas integralmente, assegurando a preservagdo de caracteristicas intrinsecas de
solos com comportamento geotécnico mais complexo.

A aplicacdo da transformacéo de Yeo-Johnson mostrou-se adequada, principalmente para melhorar a
performance dos modelos lineares. Ja o balanceamento de classes com o algoritmo SMOTE foi testado, mas
os resultados finais indicaram ganho marginal ou inexistente na maioria dos casos. As tabelas 1 e 2 apresentam
os valores estatisticos antes e depois do tratamento, confirmando a estabilidade do conjunto de dados ap6s o
pré-processamento, sem perda significativa de representatividade.
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Figura 2. Distribuicdo KDE por atributo

Tabela 1. Distribuicdo estatistica dos parametros antes do tratamento de outlier

G q: (kPa) fs (kPa) uz (kPa) 7 (KN/m3) Rf

Amostras 1.488 1.488 1.488 1.488 1.488 1.488
Média 2,58 3.039,97 39,80 525,56 16,76 2,00
Desv. Pad. 0,33 7.393,01 87,66 812,53 2,75 2,06
min 1,45 30,37 0,00 0,00 9,84 0,00
25% 2,29 394,98 6,54 102,62 14,90 0,95
50% 2,62 862,62 13,11 251,58 16,70 1,58
75% 2,70 2.650,71 31,23 535,25 18,77 2,41

max 4,34 102.000,00 1.125,10 6.078,00 29,89 47,14
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Tabela 2. Distribuicdo estatistica dos parametros depois do tratamento de outlier

G q: (kPa) fs (kPa) Uz (kPa) v (KN/m?3) Rf

Amostras 1.338 1.338 1.338 1.338 1.338 1.338
Média 2,58 2.358,61 32,56 511,16 16,77 1,90
Desv. Pad. 0,32 3.783,81 52,23 699,67 2,665 1,375
min 1,45 106,61 1,49 0,00 9,84 0,21
25% 2,28 427,27 7,12 119,45 15,02 0,98
50% 2,62 883,56 13,38 266,48 16,76 1,61
75% 2,70 2.505,99 30,18 555,88 18,68 2,36
max 4,34 34.507,38 373,49 4.155,00 29,89 9,06

4.3 Avaliacdo dos Modelos de Classifica¢éo

Apbs o pré-processamento, 0os modelos de aprendizado de maquina foram treinados e testados sob
diferentes configuracfes. A Tabela 3 apresenta os resultados da acurdcia para os modelos com e sem
normalizacdo por Yeo-Johnson. Verificou-se melhora significativa em modelos sensiveis a escala, como o
KNN, regressao logistica e Gaussian Naive Bayes, o que confirma a necessidade de normalizagdo em bancos
de dados geotécnicos com variabilidade elevada.

A Tabela 3 resume a performance dos algoritmos com base em validagdo cruzada (k=5), considerando
as metricas de acurécia, revocacéo (recall) e f1-score. A Floresta Aleatoria apresentou 0 melhor desempenho
geral, com fl-score elevado e robustez frente a variabilidade dos dados. Esse modelo se destaca por sua
capacidade de capturar ndo linearidades e interacOes entre varidveis, caracteristicas comuns em sistemas
geotécnicos com multiplos fatores intervenientes.

Em contraste, os modelos lineares apresentaram desempenho inferior, mesmo apos ajuste de escala, o
que reforga a inadequacdo de suposicdes lineares em ambientes geotécnicos com solos heterogéneos, camadas
intermediarias ou materiais de transic&o.

Tabela 3. Comparagdo da mudanca de escala Yeo-Johnson
Escalado Inalterado Diferenca

Arvore de decisdo 90,59 90,86 -0,27
Floresta aleatoria 93,28 93,01 0,27
KNN 89,25 72,85 16,40
Regressdo logistica 88,17 74,19 13,98
Naive Baies Gausiana 82,53 59,95 25,58

Tabela 4. Validacdo cruzada da performance de cada modelo

Acuracia  Recall F1-score
(%) (%) (%0)
Arvore de decisdo 89,3 86,9 86,6
Floresta aleatdria 92,9 90,8 87,3
KNN 83,0 71,6 75,6
Regressdo logistica 67,9 62,5 66,4
Naive Baies Gausiana 70,3 78,4 79,1

4.4 Interpretacdo da Matriz de Confuséo

A Figura 3 apresenta a matriz de confusdo gerada pelo modelo de Floresta Aleatoria, considerado o mais
eficaz neste estudo. Os maiores indices de erro ocorreram entre as classes argila, areia, lodo e argila organica,
cuja distingdo, inclusive em andlises convencionais, é desafiadora devido & sobreposi¢do de propriedades
fisicas e proximidade de valores em pardmetros como ¢ e fs.

Apesar disso, os solos mais bem classificados foram aqueles com caracteristicas mais marcantes, como
0s rejeitos de mineracdo (bauxita) e as argilas tipicas, que apresentaram precisao superior a 90%. A acuracia
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geral do modelo para os dados validados foi de 92,9%, valor expressivo considerando-se a diversidade de
origem das amostras e a complexidade do banco de dados.

Esses resultados reforcam o potencial da inteligéncia artificial como ferramenta auxiliar em
investigacBes geotécnicas, principalmente para ampliar a interpretacdo de dados in situ em projetos com
restricdes de tempo, orcamento ou com necessidade de analises em grande escala.

Matnz de Confuséo Floresta Aleatéria
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Figura 3. Matriz de confusdo floresta aleatdria

5 CONCLUSOES

A classificacdo de solos € uma etapa essencial nos processos de investigacdo geotécnica, sendo
determinante para o dimensionamento seguro e eficiente de fundacdes e estruturas de contencdo. Este estudo
demonstrou que a aplicacao de algoritmos de aprendizado de maquina, alimentados com dados obtidos a partir
de ensaios CPTu e par@metros laboratoriais (G e y), constitui uma abordagem promissora para a automatizacdo
e otimizacg&o da classificacdo de solos em larga escala. Uma possivel limitagdo a ser apontada é que os modelos
de classificacdo dependem dos valores G e y obtidos em laboratério. Contudo, como demonstrado em
Nierwinski et al. (2023), é possivel estimar os valores de peso especifico utilizando os parametros de campo e
os valores de G seguem um comportamento previsivel (referéncia), tornando os modelos de classificacdo
viaveis para aplicacdo em campo.

As principais contribuigdes desta pesquisa podem ser sintetizadas da seguinte forma:

i. Os algoritmos baseados em arvores, especialmente a Floresta Aleatdria, apresentaram desempenho
superior aos modelos lineares testados, com maior robustez frente a variabilidade dos dados e a
complexidade intrinseca dos solos;

ii. A aplicacdo da transformagdo Yeo-Johnson mostrou-se benéfica apenas para os modelos lineares,
melhorando sua capacidade de generalizacdo. Para modelos néo lineares, seu efeito foi marginal;
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iii. O modelo desenvolvido ndo apresentou restrigdes quanto a localizacdo geografica, uma vez que foi
treinado com amostras de diferentes regiGes e tipos de solo, demonstrando bom potencial de
generalizagdo para aplicacOes geotécnicas diversas;

iv. A analise da matriz de confusdo indicou que os principais erros de classificacdo ocorreram entre solos
de caracteristicas fisicas semelhantes, como turfa, areia e argila. Ja os demais tipos de solo, como 0s
rejeitos de mineragdo, foram classificados com alta acurécia.

Esses resultados destacam o potencial de integracdo entre métodos de inteligéncia artificial e dados in
situ na pratica da engenharia geotécnica, promovendo maior escalabilidade e eficiéncia nos processos de
investigacdo do subsolo.
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